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ABSTRACT

Electrical resistivity tomography (ERT) is a widely used
geophysical method for studying geologic hazards, civil engi-
neering, and environmental remediation. It provides informa-
tion about the subsurface’s resistivity distribution by analyzing
electrical data collected at the surface or in boreholes. However,
interpreting ERT images can be complex due to ambiguities in
their resolution. To address this issue, we develop a postpro-
cessing method called Python iMprovement of Electrical
Resistivity tomography ReliabilitY (PyMERRY) to improve
the reliability of ERT images. The PyMERRY code can be ap-
plied to any 2D resistivity model obtained from ERT inversion
software. It computes a coverage mask that defines the domain
well constrained by the data and the inversion process. It also
evaluates the resistivity uncertainties in the ERT models. In ad-
dition to the sensitivity approaches, PyMERRY provides low-
and high-resistivity values for all covered cells. Synthetic tests
indicate that the approach is efficient and highlight the impor-
tance of resistivity contrasts, mesh selection, electrode spacing,
and profile length in the reliability of ERT images. Compared
with previous studies, using PyMERRY in south-central
Bhutan allows a more accurate interpretation of ERT images.
It confirms a high-resistivity contrast across the topographic
frontal thrust and reveals the existence of small-scale variations.

INTRODUCTION

Soil and substrate characterization is essential to improve the as-
sessment of anthropogenic and natural hazards. For several decades,

multidisciplinary strategies integrating geologic observation, mechani-
cal investigation, and geophysical methods have been the most effec-
tive approaches to constraining subsurface layers (e.g., Demanet et al.,
2001; McLachlan et al., 2017; Romero-Ruiz et al., 2018; Pazzi et al.,
2019; Whiteley et al., 2019). Among these geophysical methods, elec-
trical resistivity tomography (ERT) is a standard approach to assess
lithology, fluid contents, or chemistry in the shallow subsurface (tens
of meters). In particular, ERT is widely used to characterize the geom-
etry of geologic structures such as faults (e.g., Nguyen et al., 2005;
Suski et al., 2010; Villani et al., 2015; Drukpa et al., 2018) or landslide
bodies (e.g., Friedel et al., 2006; Jomard et al., 2010; Perrone et al.,
2014), and to explore the ground in geotechnical engineering (e.g.,
Daily and Ramirez, 2000; Fortier and Bolduc, 2008; Danielsen and
Dahlin, 2010). Because time-lapse ERT provides further information
on time changes of the resistivity pattern in the subsurface, this geo-
physical technique is also a relevant tool to investigate dynamic proc-
esses such as water flows (e.g., Binley et al., 2001; Nguyen et al.,
2009; Wilkinson et al., 2010; Singha et al., 2015; Watlet et al.,
2018; Palacios et al., 2020; Lapenna and Perrone, 2022), gas storage
(e.g., Bergmann et al., 2012; Denchik et al., 2014; Zhou et al., 2020),
and environmental remediation (e.g., Kuras et al., 2016; Dimech et al.,
2022; Lévy et al., 2022).
In a general sense, the ERT technique consists of recording apparent

resistivities and inverting them to map the resistivity distribution at
depth and capture possible time changes. Many software packages,
such as Res2DInv (Loke and Barker, 1996), R2 (Binley and Slater,
2020), or PyGIMLi (Rücker et al., 2017) are now available to carry
out the data inversion following a gradient-based approach (LaBrecque
et al., 1999). ERT models are then interpreted to define the complex
interactions between various geologic and hydrogeologic processes.
Despite the success of the ERT method, the quality assessment of

resistivity models remains an open and challenging question. The
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robustness of the ERT results depends on various factors such as
the source and receiver geometry, measurement errors due to the
acquisition system, electrode mislocations, field conditions (includ-
ing soil moisture, topography, and temperature), or the resistivity
pattern in the subsurface (e.g., Furman et al., 2003; Zhou and
Dahlin, 2003; Oldenborger et al., 2005; LaBrecque et al., 2007;
Tso et al., 2017). Although using deterministic and linearized in-
version schemes guarantees a fast convergence toward a solution,
such inversion approaches do not allow accurate uncertainty assess-
ments (Ramirez et al., 2004). The lack of reliable information on the
accuracy and spatial resolution of ERT models can lead to misinter-
pretations. Standard ERT inversion software proposes a sensitivity
analysis that reflects how resistivity variations at depth could influ-
ence the measured apparent resistivity values. This indicator gives
us helpful insight into the quality of the recovered model. However,
this sensitivity analysis does not give estimates of model uncertainty
or spatial resolution.
We propose a new approach for assessing solution quality in

resistivity tomography to overcome this limitation and to allow
for a more accurate interpretation of ERT models. In this study,
the open-source library PyGIMLi is used to develop a new tool
that relies on (1) the computation of a coverage mask to delineate
investigated zones and quantify the spatial sampling density and
(2) the calculation of the uncertainties of the resistivity model
in the covered zones. First, we describe the complete procedure
for this new postprocessing code. Then, we illustrate the relevance
of this new tool from synthetic tests associated with a well-con-
strained resistivity model. Finally, we revisit the ERT models
obtained in south-central Bhutan by Drukpa et al. (2018) and dis-
cuss their reliability in inferring the geometry of the topographic
frontal thrust (TFT), an active fault that experienced at least two
major earthquakes in the last millennium (Le Roux-Mallouf
et al., 2016).

METHODS

Quantifying the ambiguity inherent in ERT sections is a signifi-
cant challenge. Here, we propose a new code to better characterize
the reliability of these images based on spatial coverage and
instrumental accuracy. This tool is called Python iMprovement
of Electrical Resistivity tomography ReliabilitY (PyMERRY).
After briefly reviewing some theoretical definitions and concepts,
we describe its flowchart (Figure 1).

Theoretical considerations

In the field, data acquisition is conducted with different electrode
configurations (e.g., Wenner-Schlumberger, dipole-dipole, and
gradient configurations), called electrode arrays, along the same
profile (e.g., Furman et al., 2003; Zhou and Dahlin, 2003). A survey
can be carried out using an automatic multielectrode system, which
allows for repeated measurements of apparent resistivity for all
combinations of four electrodes called quadrupoles for the chosen
configuration.
At the midpoint of one quadrupole, the depth of investigation

(DOI) is the depth contributing the most to the apparent resistivity
recorded at the surface according to Roy and Apparao (1971).
Oldenburg and Li (1999) compute a DOI to delineate the area where
the data well constrain the resistivity model.
Sensitivity is a common criterion for assessing the quality of ERT

models. For a quadrupole, the sensitivity characterizes the effect of
resistivity changes at depth on the potential field and the apparent
resistivity measured at the surface (Park and Van, 1991; Loke and
Barker, 1995). The mathematical tool used to evaluate the quadru-
pole sensitivity is based on the Fréchet derivatives linking resistivity
model variations and forward-modeled data changes. McGillivray
and Oldenburg (1990) propose an analytical expression of the
Fréchet derivative for a 1D resistivity model. The evaluation of
the sensitivity in a heterogeneous medium requires numerical ap-
proaches, such as the direct current forward matrix technique pro-
posed by Ghanati and Fallahsafari (2022).
At the profile scale, quadrupole sensitivities are summed up to

estimate the sensitivity map (e.g., Gance et al., 2016; Ronczka
et al., 2017). This map is then used to delineate the resolved area
and assess the reliability of ERT models. In particular, the sensitiv-
ity map provides valuable information on the lack of spatial reso-
lution at depth, where the sensitivity is poor (Binley and Kemna,
2005). However, converting the sensitivity map into a resistivity er-
ror map is more complex. In the following, we propose an alterna-
tive approach to these sensitivity analyses for assessing resistivity
model uncertainties.

Input parameters

Two pieces of input information are necessary for the PyMERRY
code (Figure 1). First, it needs the data recorded in the field that
refer to the nmeasurements of apparent resistivity ρa and the related
electrode quadrupole information, including the electrode location
and configuration (note that only models with no topographic varia-
tion and Wenner, Wenner-Schlumberger, dipole-dipole, and gra-
dient configurations are supported in the current version v1.0 of
PyMERRY). This data set must be the same as that used in the in-
version process. The second input is the resistivity model ρ com-
puted by inversion software, such as R2, Res2DInv, or PyGIMLi,

Figure 1. Workflow describing the three main steps of the
PyMERRY code, including input data, model information, process-
ing, and output resistivity error values. The apparent resistivity data
and the resistivity model are denoted as ρa and ρ, respectively. The
apparent resistivity variation detectable by the instrument used in
the field is denoted as Δρj;instrument

a .
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which includes the inversion-derived resistivity distribution and the
2D mesh used for the inversion.

Coverage computation

The first step of the PyMERRY process consists of computing a
parameter called the coverage (Figure 1). This value describes how
apparent resistivity measurements, recorded by the different quad-
rupoles of an ERT survey, sample the subsurface. The coverage de-
lineates the well-resolved regions and limits computation only to the
investigated space.
We consider the electrode information, the resistivity distribution

ρ, and the 2D mesh of the inverted ERT model. A complete table of
used symbols is shown in Appendix A. We solve a forward problem
of the electrical propagation equation in the subsurface (Telford et al.,
1990) using a finite-element method to obtain the electrical potential
field U (e.g., Rücker et al., 2017). From the potential field, we com-
pute two physical quantities: a theoretical resistivity value ρtha related
to the electrode configuration and the current density field J as

J ¼ −
1

ρ
∇U: (1)

According to Park and Van (1991), the link between a resistivity
variation δρ in the model and a potential variation δU in an elemen-
tary volume dV considering one injection electrode (A) and one
measurement electrode (M) is given by

δU
δρ

¼
Z
V
JA · JMdV; (2)

where the inner product JA · JM inside the integral symbol is one
expression of the Fréchet derivative. For quadrupole j, by combining
A-B injection electrodes and M-N measurement electrodes, the
Fréchet derivative Fj is

Fj ¼ JjA · JjM − JjB · JjM − JjA · JjN þ JjB · JjN: (3)

We define Fj
i as the Fréchet derivative associated with cell i and

quadrupole j. If jFj
i j is close to zero, it indicates that measurements

recorded using quadrupole j are highly insensitive to resistivity
changes in cell i.
The absolute value of the Fréchet derivative

jFj
DOIj at the DOI depends on the distance L be-

tween the first and the last electrode for the quad-
rupole j, as defined by Barker (1989) (Table 1). In
our approach, jFj

DOIj is a threshold. Only
cells with jFj

i j > jFj
DOIj are considered covered.

Figure 2 shows the approach by showing the
DOI location, the associated threshold jFj

DOIj,
and the related covered region computed for
one quadrupole in the Wenner configuration on
a triangular mesh.
In contrast to conventional software, we do not

analyze the sensitivity based on the Fréchet
derivative values directly. We instead use these
values associated with quadrupole j to deduce
a binary maskmj. This mask contains themj

i val-
ues for cells i. We set mj

i ¼ 1 and mj
i ¼ 0 for

covered and uncovered cells, respectively. Fi-

nally, the normalized coverage map is derived by summing the con-
tributions of all the quadrupoles:

Ci ¼
P

n
j¼1 m

j
i

max
�P

n
j¼1 m

j
i

� ; (4)

where n is the number of quadrupoles. The coverage Ci ranges be-
tween zero and one for uncovered and fully sampled cells, respec-
tively. The PyMERRY coverage allows us to delineate the covered
domain as the area where Ci > 0.
We use the geometry and the coverage values in the next steps of

the PyMERRY process. In particular, the coverage saves computa-
tional time when evaluating errors by limiting calculation only to
the covered cells.

Array error assessment

The second step of the PyMERRY code concerns a reliable as-
sessment of errors in the resistivity model to quantify the uncer-
tainty of the ERT image (Figure 1). For each cell i, the strategy
consists of estimating the minimum resistivity changes detectable
by a measuring device located at the ground surface. These minima
are associated with errors in the resistivity model due to resistivity
heterogeneity at depth and electrode configuration.
Similar to any device, resistivity meters have instrumental spec-

ifications that limit their ability to detect slight variations in appar-
ent resistivity measurements. To integrate the accuracy of the
measuring device, we introduce a value ρvara , the apparent resistivity

Table 1. The DOI in a homogeneous half-space determined
by Barker (1989) for different electrode configurations.

Configuration DOI (m)

Wenner 0.17 L

Dipole-dipole 0.25 L

Schlumberger 0.19 L

The distance between the first and the last electrode of a quadrupole is the L
parameter.

Figure 2. Example of a Wenner quadrupole mask computed by the PyMERRY code.
The color scale shows the Fréchet derivative values normalized between the minimal and
maximal values. The green dot indicates the location of the DOI at the midpoint of the
quadrupole. The black lines delineate the covered cells. Small black triangles give the
locations of A-B and M-N, the injection and potential electrodes, respectively. Note that
although normalization is performed for display purposes, it is not necessary in this
study, as the Fréchet derivatives calculated are compared to the DOI threshold value
to create a mask.
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measurement considering a resistivity variation in one cell of the
model. A resistivity change at depth is then detectable for

Δρj;instrument
a ¼ jρj;tha − ρj;vara j > tj; (5)

where tj is the instrumental threshold for each quadrupole j. We
used the Ohm’s law to define this threshold from the nominal re-
sistivity meter relative accuracies in percentage α and β for the
transmitted current intensity I and received potential U, respec-
tively. Most of the technical instrumental manuals provide these
nominal accuracies. These values are minimal, as they do not con-
sider field conditions and measurement errors. Users could adjust
these values for a specific ERT survey by conducting field tests to
ensure accuracy. Appendix B provides a detailed explanation of
the threshold calculation steps.
Considering the instrumental detectability threshold tj, we assess

for each quadrupole j and covered cell i the minimum detectable
resistivity variation. First, we test the effects of positive δρj;þi and
negative δρj;−i variation ranging from 0 to ρi on the apparent resis-
tivity measurement ρj;vara . Next, we define the detectable resistivity
variation jδρji =ρij as the minimum value between jδρj;þi =ρij and
jδρj;−i =ρij reaching the instrumental detectability threshold. Finally,
we determine jδρi=ρij, the minimum jδρji =ρij required to exceed the
instrument’s detection threshold in each cell whatever the consid-
ered quadrupole.
For example, we apply this approach to aWenner array (Figure 3).

This test points out a different trend for positive and negative resis-
tivity perturbations. Compared with negative perturbations, a resis-
tivity increase favors a more linear relationship between
jΔρj;instrument

a j and jδρji =ρij. Our result shows an asymptotic behavior
of jΔρj;instrument

a j for a fully conductive cell, i.e., when δρj;−i tends
to −ρi.

Output resistivity error values

The relative error map is obtained from

εrelative ¼
���� δρρ

����; (6)

and the absolute error is obtained from

εabsolute ¼ ρεrelative: (7)

These two types of errors are complementary. Indeed, the relative
error is the most suitable to interpret images with high-resistivity
contrast. The absolute error is more valuable to characterize the
properties of the medium in terms of lithology, fracturing, or water
content.

RESULTS

Resistivity model, synthetic data generation, and
inversion parameters

To test our approach, PyMERRY is applied to the 2D tabular
model provided in the “2D ERT modeling and inversion” section
of the PyGIMLi documentation website (Rücker et al., 2022), which
is called the “true” model in the following.
We consider a vertical cross section 100 m long and 50 m deep

(Figure 4a). Three horizontal layers compose this model: (1) a sur-
face layer (top layer [TL]) 1 m thick with a resistivity of 100 ohm-
m, (2) an intermediate layer (middle layer [ML]) 4 m thick with a
resistivity of 75 ohm-m, and (3) a deep layer (bottom layer [BL])
with a resistivity of 50 ohm-m. ML also includes two anomalous
bodies: a high-resistivity body (HB) and a low-resistivity body (LB)
with resistivities of 150 and 25 ohm-m, respectively. HB is a hori-
zontally elongated ellipse 8 m long with a maximum thickness of
2 m. LB is a body with a more complex geometry, 8 m long, and a
varying thickness that can locally reach 3 m.
This cross section is discretized with a 3544 triangular cells

mesh, refined near the electrodes, as the PyGIMLi documentation
website advises. Based on this meshed cross section, we generate a
data set of 171 apparent resistivities, assuming a profile of 21 elec-
trodes at the same elevation with a 1.5 m spacing in a dipole-dipole
configuration. Normally distributed random noise is added to the
synthetic data set with a mean of zero and a standard deviation
of 0.01 × ρa. The low noise level enables the reconstruction of
an ERT inverted model close to the true model; the errors computed
by the PyMERRY software only reflect the ERT images’ uncertain-
ties linked to the inversion-derived resistivity pattern and the chosen
dipole-dipole electrode configuration.
We perform an inversion of this synthetic data set using a classic

Gauss-Newton algorithm with regularization (Rücker et al., 2017).
The dimensionless regularization factor λ controls the smoothing
in the final image (λ ¼ 0, no smoothing). We choose the default
value for the regularization parameter λ ¼ 20. The inversion is car-
ried out on a second mesh to avoid considering any a priori infor-
mation as in a real case. This second mesh contains finer cells to
achieve better image resolution. Moreover, it encompasses half of
the profile laterally and at depth to avoid edge effects. We use the
default implementation of the starting model. We consider a
homogeneous medium 60 m long and 15 m thick composed of
6624 triangular cells, with a resistivity of approximately

Figure 3. Example of the relationship between the resistivity varia-
tion in cell i and the apparent resistivity measured by the quadrupole
j. The black line represents the apparent resistivity variation jΔρjaj
due to negative and positive resistivity variation δρji =ρi. The hori-
zontal dashed red line represents the instrumental detection thresh-
old tj. The labels δρj;þi =ρi and δρj;−i =ρi indicate the minimal
detectable resistivity variations. The gray-shaded rectangle delin-
eates the area of undetected variation.
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68 ohm-m, a value equal to the median of apparent resistivity data.
After three iterations, the obtained resistivity model properly fits
the data with a root mean square of approximately 0.44% and the
chi-squared value decreasing from approximately 504 to 0.19
(for the definition of the chi-square used in PyGIMLi, see
Appendix C).

Comparison of the resulting and the true model

We discuss the reliability of the ERT images by comparing the
obtained and true model (Figure 4a and 4b). The inverted resistivity
model images some of the true model’s features relatively well. In-
deed, the inverted model suggests a surface layer of approximately
1 m with a resistivity of 90 ohm-m beneath the electrodes, which
can be related to TL. The two anomalous bodies are also well lo-
cated. However, we can note significant differences. Outside the
electrode line, the inversion does not recover the layered structure
of the true model. Underneath the electrodes, the BL-ML boundary
and the LB shape are not correctly imaged. Finally, except for
TL and ML, the obtained resistivities deviate from those of the true
model with magnitudes of approximately 10, 60–80, and 90 ohm-m
for LB, BL, and HB, respectively. A smearing effect associated with
resistivity contrasts can partly explain these deviations.

Reliability of inversion results

The true model is unknown when the inversion is associated with
data acquired in the field. Alternative approaches are then needed to
quantify the reliability of the ERT image. In the following, we apply
our approach to the synthetic case presented previously to validate
the reliability criteria implemented in PyMERRY. In this case study,
one run with the PyMERRY code takes approximately 10 min on a
16-core central processing unit (CPU) personal computer.

Unmasked cells definition

As mentioned in the “Methods” section, part of the resulting ERT
image must be masked to avoid misinterpretation (Figure 4c and
4d). In PyGIMLi and most ERT inversion codes, this mask is de-
fined at the profile scale from the calculated sensitivity map and a
threshold based on the DOI. The first solution is calculating the
sensitivity map associated with a homogeneous half-space. In this
case, the sensitivity decreases with depth, i.e., the distance to the
electrodes (Figure 5a). The unmasked area shows a trapezoidal
shape defined by the profile’s length and the maximum investiga-
tion depth.
The model studied here does not verify the hypothesis of a

homogeneous medium. Thus, the mask is based on the sensitivity
map computed at the last inversion iteration (Günther et al., 2006).
Because current lines are preferentially deflected into low-resistiv-
ity regions (Telford et al., 1990), this approach highlights the con-
tribution of low-resistivity cells. The resistivity distribution mainly

Figure 4. Synthetic test and associated masks. (a) True model com-
posed of five bodies: TL with a resistivity of 100 ohm-m, ML with a
resistivity of 75 ohm-m, BL with a resistivity of 50 ohm-m, high-
resistivity body (HB) of 150 ohm-m, and low-resistivity body (LB)
of 25 ohm-m. The black triangles show the electrode locations. The
color scale is associated with medium resistivity. (b) The resistivity
model obtained from the inversion of the synthetic data set using
PyGIMLi. The dotted black lines represent the contour of the true
model bodies. (c) The same as (b), with a mask based on sensitivity
analysis. (d) The same as (b), with a mask defined by the Py-
MERRY coverage.

Figure 5. Synthetic test and resolution of unmasked cells based on
sensitivity maps and coverage. We display the sensitivity maps and
coverages with a linear normalization between minimal and maxi-
mal values. Body names TL, ML, BL, HB, and LB are shown in
Figure 4. The black triangles show the electrode positions. The dot-
ted red lines highlight the bodies’ location and shape of the true
model. The gray color scale is associated with the normalized value
of either sensitivity or coverage. (a) The sensitivity map computed
on a homogeneous medium assuming a resistivity of approximately
72 ohm-m, a value equal to the median of apparent resistivity data.
(b) The sensitivity map computed on the nonhomogeneous model
plotted in Figure 4. (c) Coverage calculated from the PyMERRY
code.
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controls the sensitivity map. The more resistive (conductive) an
area is, the lower (higher) its sensitivity (Figure 5b). The mask
is also defined with a sensitivity threshold associated with the
DOI. Compared to the homogeneous medium, the unmasked
zone’s shape is more complex, with a strong asymmetry due to
the presence of two anomalous bodies. The well-constrained zone
is thicker near LB than HB. The sensitivity distribution in TL il-
lustrates the main limitation of this approach. Indeed, the TL layer
being more resistive than ML, its sensitivity must be lower. How-
ever, TL being closer to the electrodes, its sensitivity must be
higher. As shown in Figure 2, the Fréchet derivatives associated
with a quadrupole have the highest magnitude at the surface near
the electrodes and change sign just below the electrodes. This re-
sults in high sensitivities between the electrodes and very low sen-
sitivities just below despite the shallow depth of TL (Figure 5b).
This explains why the obtained mask has poorly defined resistiv-
ities for cells in TL close to the electrodes.
The PyMERRY approach significantly improves the definition of

the mask to be used. Similar to the conventional methods described
previously, PyMERRY coverage considers the medium’s hetero-
geneity and defines the mask from the sensitivity and the DOI. How-
ever, it differs from these approaches because the coverage is not
based on the sensitivity map but is computed by summing individual
masks associated with each quadrupole to obtain the coverage at the
profile scale (see equations 3 and 4). Similar to the normalized sen-
sitivity map, the PyMERRY coverage has an asymmetric shape as-
sociated with HB and LB (Figure 5b and 5c). It also avoids the main

limitations of these methods: (1) by not masking the cells close to the
electrodes, with coverage that decreases with depth, and (2) by keep-
ing more cells in the deeper zone BL.
To test the relevance of the PyMERRY mask, we compare the

resistivity distribution obtained for all cells and unmasked cells
of the true model bodies (Figure 6). This mask has no impact
on extreme resistivity values 25 and 150 ohm-m associated with
HB and LB, respectively (Figure 6a–6d). The mask has no signifi-
cant effect on values close to the mean resistivity in ML (Figure 6c).
In contrast, the PyMERRY mask plays a significant role in the
resistivity obtained in TL and BL. In these bodies, the resistivity
distribution is bimodal. The PyMERRY coverage mask hides no
relevant resistivity values in the model. For the two bodies, our
approach keeps only the distribution peak closer to the true value
(Figure 6b–6e).

Resistivity error assessment

The PyMERRY mask hides the uncovered cells. However,
the well resolved and the true resistivities may not be consistent
(Figures 4 and 5). For example, resistivities of 30–55 versus
25 ohm-m in the true model, 90–130 versus 150 ohm-m, are ob-
tained in LB and HB, respectively. The absolute error εabsolute
computed with PyMERRY complements the resolution criterion.
This parameter allows us to quantify the error by calculating for
each cell the minimum and maximum likely value of resistivity
(Figure 7).

Figure 6. Effects of the PyMERRYmask on the resistivity distribution obtained in each body of the true model. The blue and black histograms
are related to all cells and covered cells only (i.e., unmasked), respectively. Body names TL, ML, BL, HB, and LB are shown in Figure 4. The
dotted red line shows the true resistivity ρtrue. (a) Resistivity distribution obtained in LB, (b) the same as (a) for TL, (c) the same as (a) for ML,
(d) the same as (a) for HB, and (e) the same as (a) for BL.
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The surface layer TL being close to the electrodes, we obtain
a small deviation with distributions for ρ − εabsolute, ρ, and
ρþ εabsolute centered on 90 and 120 ohm-m. In this layer, our result
suggests a well-constrained resistivity in good agreement with the
true model (Figure 7b). Conversely, the three distributions differ
significantly for the other bodies, leading to a large error with
an amplitude εabsolute close to ρ.
We propose to improve this error assessment by relying on

a classical bias of inversion methods: the smearing effect that
produces a blurred image. The obtained resistivities, which are higher
(lower) than the mean resistivity ρ, are therefore often under (over)
estimated. We use three types of resistivity intervals to account for
this effect: (1) ½ρ − εabsolute; ρþ εabsolute� for cells with a resistivity
close to approximately ρ, (2) ½ρ − εabsolute; ρ� for cells with a
resistivity magnitude of less than approximately ρ, and
(3) ½ρ; ρþ εabsolute� for cells with a resistivity amplitude of greater
than approximately ρ, where approximately ρ is a resistivity close
to the median resistivity, i.e., ranging in ρð1� γÞ. Assuming an ar-
bitrary value of γ ¼ 0.25, our results suggest well-constrained resis-
tivities of 20–50 and 90–110 ohm-m in LB and TL, respectively
(Figures 7a, 7b, and 8). We obtain resistivities of 110–230 and
40–110 ohm-m in HB and BL, respectively (Figures 7d, 7e, and 8).
Conversely, due to the presence of two anomalous bodies within
ML, this layer remains poorly constrained with a resistivity of
10–160 ohm-m, even in the covered areas (Figures 7c and 8).

Figure 7. The PyMERRYabsolute error and associated resistivity distribution obtained in each body of the true model. The purple, black, and
orange histograms are related to ρ − εabsolute, ρ, and ρþ εabsolute distributions, respectively, with ρ the inversion-derived resistivity model and
εabsolute the absolute error estimated with PyMERRY. Only the covered cells are shown. Body names TL, ML, BL, HB, and LB are shown in
Figure 4. The dotted red line shows the true resistivity ρtrue. The black lines are associated with the mean of resistivity model ρ. (a) Resistivity
distribution obtained in LB, (b) the same as (a) for TL, (c) the same as (a) for ML, (d) the same as (a) for HB, and (e) the same as (a) for BL.

Figure 8. Absolute errors estimated from the PyMERRYalgorithm.
The dotted black lines indicate the location of the bodies in the
true model. The black triangles show the electrode positions.
The color scale represents the resistivity values in covered cells.
Body names TL, ML, BL, HB, and LB are shown in Figure 4.
(a) Highest resistivity values, (b) inversion-derived resistivity
model, and (c) lowest resistivity values.
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In this section, the presented results are for a dipole-dipole con-
figuration. The use of other configurations such as Wenner or Wen-
ner-Schlumberger confirms the robustness of the reliability criteria
implemented in PyMERRY (see Appendix D). Using a mask based
on coverage and considering the instrumental error allows us to
quantify the resolution and the errors of an ERT image. In the
following, we apply our approach to a real data set acquired along
the southern edge of the Himalayas.

APPLICATION TO THE BHUTAN HIMALAYA

Site description and data

It is now well established that the intense seismic activity ob-
served along the Himalayan arc is related to the India-Eurasia col-
lision. The shortening rate between these two continental plates
leads to a slow stress accumulation in the upper crust, which is
transferred to the surface during the largest seismic events
(Cattin and Avouac, 2000). The associated slip occurs along thrust
faults reaching the surface at the topographic front. Better con-
straining the geometry of TFT is thus essential to improving the
seismic hazard assessment in Nepal, Bhutan, and northern India,
one of the most densely populated regions.
Our approach is applied in Sarpang, a small town in south-central

Bhutan (Figure 9), where a host of information is available regard-
ing seismic behavior, in particular Holocene deformation and active
fault geometry. This area experienced at least two major earth-
quakes in the last millennium, one in 1714 and one during medieval
times. Both events occurred along the TFT, producing a total cu-
mulative vertical offset larger than 10 m (e.g., Hetenyi et al.,
2016; Le Roux-Mallouf et al., 2016). Tectonic scarps and well-pre-
served abandoned terraces on both banks of the Sarpang River also
attest to the accumulation of vertical deformation through time, sug-
gesting a steep TFT near the surface (Berthet et al., 2014). This
geometry is confirmed by structural observations (Long et al.,
2011) and subsurface geophysical images obtained from electrical

resistivity, seismic refraction, and microgravimetry surveys con-
ducted in this area (Drukpa, 2017).
Taking advantage of the availability of electrical measurements,

we revisit the ERT images proposed by Drukpa (2017) and Drukpa
et al. (2018). After filtering to remove outliers or measurements
with high errors, the data set consists of 3 × 558 apparent resistivity
measurements acquired with a Syscal Pro Switch resistivity meter
along three profiles of 48 electrodes spaced at 1, 2.5, and 5 m in a
Wenner-Schlumberger configuration (Figure 9). The data sheet of
the used resistivity meter indicates nominal instrumental accuracies
of α ¼ 0.002 and β ¼ 0.002 for current injection and potential
measurement, respectively. Without additional information about
the instrumental parameters during these field acquisitions, we
use these values to fix the instrumental detectability threshold.

Inversion and PyMERRY results

We perform inversion using PyGIMLi for the three ERT pro-
files. We assume a homogeneous starting model based on median
apparent resistivity data for each one and use a regularization
parameter of λ ¼ 20. This starting model and regularization choice
refer to the default settings in the PyGIMLi inversion scheme. We
perform the inversion on a mesh centered on the ERT profiles. We
extend the mesh laterally and in-depth by half the length of the
profile to avoid edge effects. Finally, a mesh refinement is applied
near the electrodes as the PyGIMLi documentation website ad-
vises. For the three profiles, the algorithm returns the best resis-
tivity model after five or six iterations with an associated root
mean square of approximately 11%–17%. Chi-square values de-
creased by 99% (from 435 to 0.89), 99% (from 1017 to 4.48), and
99% (from 774 to 2.73) and converged to a plateau for inversion of
1, 2.5, and 5 m electrode spacing profile data sets, respectively.
The three inverted ERT profiles give consistent results. Hence,
we discuss the results obtained for the profile with an electrode
spacing of 2.5 m (Figure 10). The results of the two other profiles
are shown in Appendix E.
In agreement with the main results of Drukpa et al. (2018),

the obtained ERT model suggests a steep TFT well imaged by a re-
sistivity contrast ratio (approximately 1:100) between its two sides
(Figure 10b). The south side shows relatively constant resistivity val-
ues with a very high-resistivity zone at a depth of 3–20 m. The north
side shows a resistivity layering with a thin upper layer resistivity of
approximately 400 ohm-m overlaying a layer with very low resistiv-
ity (lower than 100 ohm-m) that decreases laterally.
In this case study, one run with the PyMERRY code takes ap-

proximately 10 min on a 32-core CPU workstation. The mask ob-
tained with PyMERRY highlights a significant difference in the
coverage between the two sides of the TFT. Indeed, as shown
for the synthetic tests, the higher the resistivity, the less the area
is correctly covered. Due to the resistivity contrast, only the 10
upper meters on the southern side are covered, whereas the image
remains robust up to 25 m on the north side. Unsurprisingly,
the relative error increases with the distance to the electrodes
(Figure 10d). It is small, <5% in the upper part of the covered area,
and increases with depth to reach up to 100%. The main exception
is located on the northern edge of the fault, where the lowest resis-
tivity layers favor a high current density. This result illustrates the
complementarity between the proposed calculation of the relative
error and the standard sensitivity map (Figure 10d and 10e). Indeed,
these two quantities show similarities, particularly by highlighting

Figure 9. Shaded relief obtained from a 1 m resolution Pleiades
digital elevation model. This map shows the site of the ERT experi-
ment conducted on the southern edge of the Himalayas range. Insets
give the location of the Kingdom of Bhutan (the red contour) and
the study area of Sarpang in south-central Bhutan (the red square).
The map shows the location of the three ERT profiles near Sarpang,
with electrode spacing ranging from 1 to 5 m. The line of red tri-
angles marks the trace of the TFT.
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areas of low resistivity associated with a high sensitivity and a low
relative error. It also shows significant differences, especially near
the surface where the sensitivities obtained are low, whereas the
relative errors remain low. The sensitivity is dependent on the cur-
rent density only. Relatively resistive areas, such as the surface
layers of this model, are therefore associated with low current den-
sity. In contrast, the relative errors, which depend on current density
and coverage, remain low for resistive areas close to the electrodes.
The two profiles associated with the lowest and the highest

resistivities provide valuable information (Figure 10a–10c). We
confirm the conclusions of Drukpa et al. (2018), retrieving the
main features described previously for Figure 10b with high elec-
trical resistivity contrasts across the fault zone with a nearly ver-
tical contact down to approximately 25 m depth. The two profiles
also allow for a more detailed interpretation, considering small-
scale variations. The uncertainty analysis of the ERT model sup-
ports the reliability of the image obtained on the south side. It re-
veals a resistivity layering with a thin upper layer of high

resistivity (approximately 1000 ohm-m) covering a layer with very
high resistivity (>5000 ohm-m) that decreases beyond approxi-
mately a 20 m depth. The analysis also suggests a southward in-
crease in the resistivity of the upper layer.
Conversely, part of the outcomes obtained on the northern side

seems less reliable. Unlike the model derived from inversion
(Figure 10b), the lowest resistivity model suggests that the lower
layer on the north side could have a very low uniform resistivity
of 10 ohm-m (Figure 10c). Therefore, any lateral and depth changes
that are visualized by the inversion on the north side should be care-
fully interpreted.
The ERT models obtained using electrode spacings of 1 and 5 m

provide additional support and details regarding these findings. They
suggest a fault with a steep slope down to a depth of 50 m, with local
and depth variations in resistivity on the south side. In addition, they
confirm a 4 m thick homogeneous layer with a resistivity of approx-
imately 800 ohm-m, overlaying a zone of very low resistivity on the
north side (Appendix E).

CONCLUSION

This paper introduces a new tool for analyzing the reliability
of ERT models. Thanks to the PyGIMLi library, we propose an
approach based on the Fréchet derivative calculations, which consid-
ers the specificities of field experiments and instrumental constraints.
This postprocessing tool provides two original outputs: a coverage
mask and relative/absolute error maps associated with ERT models
generated by software such as Res2Dinv, R2, or PyGIMLi. Synthetic
data tests show the robustness of the implemented criteria. Using a
mask based on coverage and considering the instrumental error allow
us to quantify the resolution and the errors of an ERT image. Appli-
cation to the Bhutan Himalaya underlines the benefits of our ap-
proach in reducing ambiguities in the ERT images. It also reveals
the existence of small-scale lateral variations.
Our method offers complementary information compared with

traditional sensitivity approaches, which only depend on current
density. Our relative error approach seems better suited for inter-
preting areas with high-resistivity contrast. Furthermore, by provid-
ing a minimum and maximum resistivity value for each cell, our
approach allows a more straightforward interpretation of the
ERT results. The synthetic case and the field-based example pre-
sented in this study underline the relevance of PyMERRY for tabu-
lar or subvertical structures with low- or high-resistivity contrasts.
The definition of an a priori mesh used in the inversion remains a

significant limitation of the ERT model’s interpretation. Our ap-
proach considers, via the coverage, the mesh’s geometry by includ-
ing the size of each cell. Thus, a tiny resistive mesh size close to the
electrodes can have the same relative error as a sizable conductive
mesh far from the electrodes. Developing an adapted mesh, which
would allow a homogeneous relative error, would facilitate the in-
terpretation of ERT images.
Finally, future studies include applying this tool for 3D geom-

etries with topography variations, time-lapse monitoring, and ex-
tending the approach to joint inversion procedures associated
with other near-surface geophysical data.
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APPENDIX A

TABLE OF SYMBOLS

The complete table of symbols used in this study is shown in
Table A-1.

Table A-1. Used symbols.

Symbol Unit Description

n ∅ Number of data/quadrupoles

j; i ∅ jth quadrupole and ith cell

A, B, M, N ∅ A-B: injection electrodes and M-N: potential electrodes

ρa ohm-m Apparent resistivity measured in the field

ρtha , ρ
j;th
a ohm-m Synthetic apparent resistivity computed on the model returned by the inversion process

ρvara ohm-m Apparent resistivity measured after a modification in a model

ρ; ρi ohm-m Resistivity model and resistivity value in the cell

ρtrue ohm-m The true value of resistivity in a synthetic model

ρ ohm-m The mean value of the resistivity model in covered cells

δρ; δρi; δρ
j;þ
i ; δρj;−i ; δρji ohm-m Resistivity model variation

J; JA; JM; J
j
A; J

j
B; J

j
M; J

j
N A.m−2 Current density associated with electrodes and quadrupoles

Fj; Fj
i ; F

j
DOI A.m−4 Fréchet derivative associated with quadrupole, cell, and DOI

DOI m Depth of investigation

ε; εrelative; εabsolute % or ohm-m Error on the resistivity model

mj; mj
i ∅ Binary mask for a quadrupole

Ci ∅ Coverage

V; dV m3 Volume and elementary volume

R; ∂R ohm Resistivity and resistivity variation

U; U; δU; ∂U V Potential and potential variation

I; ∂I A Current intensity and intensity variation

kj m Geometric factor of a quadrupole

tj ohm-m Instrumental threshold for a quadrupole

Δρj;instrument
a ohm-m Variation between the theoretical apparent resistivity on the inversion

image and a model with a resistivity variation in a cell

ρj;vara ohm-m Theoretical apparent resistivity on a model with a resistivity variation in a cell

γ % Deviation from the resistivity mean value

α; β % Resistivity meter’s nominal accuracies on injected current and received potential

λ ∅ Regularization parameter in the inversion scheme

TL, ML, BL, HB, LB ∅ Bodies names: TL, top layer; ML, middle layer; BL, bottom layer; HB,
high-resistivity body; and LB, low-resistivity body

∇ ∅ Nabla operator

L m Length of the quadrupole

fiðmodÞ ohm-m Forward response of a model called mod

Φd ∅ Objective function data misfit

di ohm-m Data measured by the jth quadrupole

σi ohm-m Standard deviation on the data measured by the jth quadrupole

χ2 ∅ Chi-squared value
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APPENDIX B

INSTRUMENTAL THRESHOLD CALCULATION

Ohm’s law gives a link between the resistance R, current intensity
I, and potential U:

R ¼ U
I
: (B-1)

Partial derivatives of this equation are ð∂RðUÞ=∂UÞ ¼ ð1=IÞ and
ð∂RðIÞ=∂IÞ ¼ ð−U=I2Þ. A variation of resistivity ∂R is caused
by a variation of potential ∂U and/or a variation of intensity ∂I.
Let us consider the sum of their absolute values in

∂R ¼ 1

I
∂U þ U

I2
∂I: (B-2)

We set ∂U ¼ αU and ∂I ¼ βI with α and β nominal accuracies
available on the resistivity meter technical manual. Therefore, equa-
tion B-2 becomes

∂R ¼ 1

I
αU þ U

I2
βI ¼ ðαþ βÞU

I
¼ ðαþ βÞR: (B-3)

By comparing equations B-2 and B-3, the instrumental threshold
tj of the quadrupole j corresponds to a resistance variation ∂R
and the resistance R to an apparent resistivity by taking into
account of the geometric factor kj. Therefore, the threshold tj

is given by

tj ¼ ðαþ βÞjkjjρja: (B-4)

APPENDIX C

DEFINITION OF THE CHI-SQUARED
VALUE USED IN PYGIMLI

During the inversion process, the Gauss-Newton algorithm tries
to minimize an objective function:

Φd ¼
Xn
j¼1

�
dj − fjðmodÞ

σj

�
2

; (C-1)

where dj is the observation j associated with the error σj and
n is the number of observations. This function is the L2 norm
of the misfit between field data and the forward response
fjðmÞ for a given model mod. Then, the chi-squared value is de-
fined as

χ2 ¼ Φd

n
: (C-2)

APPENDIX D

SYNTHETIC CASES FOR WENNER AND
WENNER-SCHLUMBERGER ARRAYS

Figures 4–8 refer to the synthetic case with dipole-dipole
configurations. The same figures are presented for Wenner
(Figures D-1–D-5) and Wenner-Schlumberger configurations
(Figures D-6–D-10).

Figure D-1. The same as Figure 4 for the Wenner configuration.

Figure D-2. The same as Figure 5 for the Wenner configuration.
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Figure D-4. The same as Figure 7 for the Wenner configuration.

Figure D-3. The same as Figure 6 for the Wenner configuration.
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Figure D-5. The same as Figure 8 for the Wenner configuration.

Figure D-6. The same as Figure 4 for the Wenner-Schlumberger
configuration.

Figure D-7. The same as Figure 5 for the Wenner-Schlumberger
configuration.
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Figure D-9. The same as Figure 7 for the Wenner-Schlumberger configuration.

Figure D-8. The same as Figure 6 for the Wenner-Schlumberger configuration.
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APPENDIX E

INVERSION AND PYMERRY RESULTS FROM 1
AND 5 M ELECTRODE SPACING DATA SETS

During the geophysical campaign in Bhutan, three ERT data sets
were collected with a 48 electrodes survey, with 1, 2.5, and 5 m
electrode spacing. These profiles are all located on the map in Fig-
ure 9. Here, we present the inversion and postprocessing analyses
for 1 and 5 m electrode spacing profiles (Figures E-1 and E-2). They
suggest the same interpretation as results related to the 2.5 m elec-
trode spacing profile, presented in the “Application to the Bhutan
Himalaya” section.

Figure E-2. The same as Figure 10, using an electrode spacing of
5 m.

Figure D-10. The same as Figure 8 for the Wenner-Schlumberger
configuration.

Figure E-1. The same as Figure 10, using an electrode spacing of 1m.
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