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We present GravProcess, a set of MATLAB routines to process gravity data from complex campaign
surveys and calculate the associated gravity field. Data reduction, analysis, and representation are done
using the MATLAB Graphical User Interface Tool, which can be installed on most systems and platforms.
Data processing is divided into several steps: (1) Integration of gravity data, station location, and gravity
line connection input files; (2) Gravity data reduction applying solid-Earth tide and instrumental drift
corrections and, depending on the required processing level, air pressure and oceanic tidal corrections;
(3) Automatic network adjustment and alignment to absolute base stations; (4) Free air and terrain
corrections to calculate gravity values and anomalies, and to estimate the associated errors. The final step
is dedicated to post-processing and includes graphical representations of data and an output text file,
which can be used by Geographic Information System software. An example of this processing chain
applied to a recent survey in northern Morocco is given and compared with previous available results.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Relative gravimeters are extensively used in numerous
geoscience applications, including oil and mineral explorations
(Aghajani et al., 2011), water storage (Deville et al., 2013), volca-
nology (Jousset et al., 2003), geothermal monitoring (Hunt and
Kissling, 1994) or geodynamical studies (Berthet et al., 2013),
thanks to their convenient field design and high precision. For
instance, the “Scintrex Autograv CG-5” gravimeter can measure
relative gravity variations with a standard deviation as low as
5 μGal (i.e. 50 nm s�2) in a quiet environment. In order to reach
such a high-resolution, a mean gravity value and its standard de-
viation are computed from measurements at 1–10 Hz sampling
rate and can be corrected in real-time for tilt, temperature, Earth
tide, seismic noise, and instrument drift (Scintrex Operation
Manual, 2014).

These real-time corrections are useful to provide first-order
results in the field but cannot be used for high accuracy or multi-
gravimeter projects (Gabalda et al., 2003). The first-order models
used for instrument drift and solid-Earth tide corrections, as well
as the lack of correction for ocean tide and barometric pressure,
limit the real-time measurement precision to 10–20 mGal (Long-
man, 1959; Merriam, 1992). Thus, post-processing and more
complete data corrections are required for high accuracy results. In
tin).
addition to data correction, network adjustments and ties to an
absolute gravity reference system are required to combine multi-
ple acquisitions and compute gravity anomalies. These data re-
duction procedures also require post-processing and need to be
carefully evaluated to estimate the associated uncertainties that
propagate into the final data.

In this study, we present the GravProcess software, which is
dedicated to computing high-resolution data associated with
complex gravity surveys, following previous efforts to develop si-
milar processing software (e.g., CG3TOOL; Gabalda et al., 2003).
This code is developed solely using the MATLAB language. This
allows the user to perform all processing steps without the need
for external software. Taking advantage of the MATLAB graphics
toolbox, GravProcess can be installed on most systems and plat-
forms. After presenting the general features of the program, we
describe the corrections and adjustments applied to obtain a final
gravitational field. We discuss the calculation of free air and
Bouguer anomalies with a special emphasis on terrain correction.
We next describe and discuss the calculation of the uncertainties
associated with corrections and adjustments of gravity data. Fi-
nally, the processing of a recent survey in Morocco is shown for
illustration.
2. Gravity field and gravity anomalies

The processing tasks are carried out through an easy-to-use
and flexible graphical interface (Fig. 1). It allows the user to
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Fig. 1. GravProcess main interface. Step 1 is dedicated to inputs and data files. In Step 2 gravity measurements are corrected and adjusted, and both free air and Bouguer
anomalies are calculated. Step 3 corresponds to post-processing (graphical display and outputs).
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(1) import various data files, (2) compute accurate and adjusted
gravity station values and (3) plot corrected data and export re-
sults into a text file. The various processing tasks are shown in
Fig. 2 and described below. They are performed by individual
subroutines called independently from the graphical interface.

2.1. Importing data into GravProcess

Because this software is dedicated to processing data from
complex surveys, we favor the use of input files rather than win-
dow-based data editing. Gravity data are organized by “lines”,
which comprise measurements at stations associated with a un-
ique gravimeter and drift estimate, i.e., typically acquired over one
of two days (Fig. 3).

GravProcess requires at least five input files:
�
 a calibration file, with the gravimeter calibration factor for each
line.
�
 raw gravity data files (one per line) in the Scintrex CG5 format.
�
 a stations location file providing longitude, latitude, elevation
and elevation uncertainty for each gravity station.
�
 a network file that defines the sequence and steps of line
combinations into an adjusted network.
�
 an absolute base station file with locations and values of ab-
solute gravity measurements for reference points.

Depending of the required accuracy, three additional files can
be imported:
�
 a digital elevation model (DEM) to calculate terrain correction.
This DEM must be referenced to the same ellipsoid as the
station locations. Commonly, GPS locations are referenced to
the WGS84 ellipsoid.
�
 an ocean tide correction file, with ocean-loading coefficients at
chosen locations. This file can be obtained from the website
http://holt.oso.chalmers.se/loading/ developed by Bos and
Scherneck,
�
 a barometric measurement file that contains the location, date

http://holt.oso.chalmers.se/loading/


Fig. 2. Flow chart for gravity data processing. Black, gray and white boxes are as-
sociated with input file, data processing, and output, respectively.
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and time of pressure measurements.

A detailed description of input file formats is provided in the
user manual included in the Gravprocess software package.

2.2. Reduction of raw data

Field data reduction (Earth and ocean tides, pressure and in-
strument correction) and network adjustment are applied to each
line using the following procedure. As a first step, raw measure-
ments with a standard deviation greater than 0.2 mGal are dis-
carded (cf. user manual to modify this threshold value).

2.2.1. Earth and ocean tide corrections
The first temporal effect to be corrected is tidal deformation of

both solid-Earth and ocean-loading. These corrections are carried
out for each measurement using their specific time information.
For both corrections, GravProcess routines are based on Fortran
codes developed by Agnew (2007, 2012), which we translated into
MATLAB. The solid-Earth tide correction is a direct computation of
the tidal potential following the development proposed by Munk
and Cartwright (1966). It is based on internal tidal parameter sets,
especially an ephemeris, i.e. a description of the location of both
the Moon and Sun in celestial coordinates. With a maximal error
of 0.5 μGal, this non-harmonic method is very convenient to re-
move solid-Earth tide from gravity measurements (Van Camp,
2003).

Ocean tide correction is computed from loading parameters for
the semidiurnal (M2, S2, N2, K2), diurnal (O1, P1, Q1, K1) and long-
period (MF, Mm, Ssa) tidal harmonics (Agnew, 2012). The ocean-
loading coefficients are not calculated with GravProcess but must
be provided from an external source (Fig. 2), e.g. Scherneck's free
ocean provider (http://holt.oso.chalmers.se/loading/). For each
gravity measurement station, GravProcess uses the ocean-loading
coefficients from the nearest location in the input file (Fig. 2).

2.2.2. Pressure correction
The second temporal effect is associated with atmospheric

pressure. Changes in atmospheric pressure imply changes in the
mass of the air column above the gravity point of measurement.
Thus, an increase (decrease) in atmospheric pressure will cause a
decrease (increase) in observed gravity. These changes are sig-
nificant for microgravity surveys. Following the approach pro-
posed by Gabalda et al. (2003), pressure correction is applied using
the analytical formulation of Torge (1989):

C P Ppressure correction ( ), (1)p z o= × −

where C 0.3p = μGal hPa�1 is a linear coefficient for pressure cor-
rection, and Pz and Pzo are the atmospheric pressure at station
elevation z during gravity measurements and reduced to sea level,
respectively. For elevation expressed in meters and pressure in
hPa, the pressure reduced to sea level is (Torge, 1989):

⎛
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2.2.3. Instrumental drift correction
Correction of gravimeter drift plays a significant part in the

accuracy of all gravity surveys because it can reach up to 1 mGal/
day. In GravProcess, drift is sampled at base stations with repeated
measurements. The main advantage is that loops are not required,
i.e., the base stations need not be the start or end points of lines.
For each line, this base station is defined as the station with the
longest time interval between repeated measurements (Fig. 3a).
Drift is estimated by a least-square fit of the weighted time series
at this station with an nth order polynomial function. The
weighting factor used is the inverse of the standard deviation
associated with each measurement. In many cases, a first-order
polynomial function is enough to remove short-term instrumental
drift for lines with duration between hours and a couple of days
(Fig. 4). For longer duration, a polynomial function of higher order
can also be applied to remove non-linear instrumental drift.

2.2.4. Mean gravity measurement
Typically, reduction of noise caused by human activity, wind or

ocean waves is obtained by averaging gravity values recorded at 1–
10 Hz sampling frequency over 1–2 min, yielding a gravity value gi

with its standard deviation iσ for the station. These measurement
sets are commonly repeated several times at the same location.
Thus, the assessment of the gravity field at each station requires
estimating the combined mean of N set values (themselves means
of high-frequency measurement). Here, the final gravity value at a
station gobs is defined as the average of gi :

g
N

g(station)
1

(station). (3)obs i

N
i1

∑=
=

2.3. Network adjustment

A typical gravity survey network is a set of interconnected lines
and reference stations. After tide, pressure, and instrumental drift
corrections have been applied to the raw gravity data, the cor-
rected values correspond to series of relative gravity values, which
need to be adjusted to a common reference given by absolute
reference points.

Here, these network adjustments are done in two steps. The
first one consists in successive adjustments of pairs of gravity lines
defined by the user in the network adjustment file (Fig. 3b). This
simple approach is efficient for complex surveys, especially in case
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Fig. 3. Gravity measurements and network adjustment. Circles and triangles correspond to relative and absolute gravity measurements, respectively. (a) A line consists in
gravity measurements over one or two days at stations associated with a unique gravimeter and drift estimate. Here we consider the line “AB”, which consists in 10 gravity
measurements at 8 stations. Instrumental drift is estimated from repeated measurements at the base station 2. (b) Adjustment of pairs of gravity lines (“AB” and “CD”) is
obtained by averaging the differences of gravity values at stations common to both lines. (c) Adjusted gravity network, for which all gravity measurements are relative to a
same reference. (d) Adjusted and shifted gravity network, for which all gravity measurements are tied to one or more absolute base stations.

Fig. 4. Example of instrumental drift calculation. Gray circles with error bar show
individual gravity measurements. Black line is the estimated drift.
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of lines that interconnect with each other via different paths. For
each line pair, the adjustment is obtained by averaging the dif-
ferences of gravity values at stations common to both lines. The
adjusted set is then recorded in a temporary line that can be used
for further adjustment. An example, of network adjustment is gi-
ven in Table 1: lines “AB” and “CD” are adjusted together in a new
line “ABCD” (Fig. 3b and c), lines “EF” and “GH” in new line
“EFGH”, lines “ABCD” and “EFGH” in new line “0”. Line 0 corres-
ponds to the final one, for which all gravity measurements are
relative to a same reference.

This relative network is shifted in a second step, which is
dedicated to the tie of the relative measurements to one or more
Table 1
Example of network adjustment file (see Fig. 3). The first two columns give the
name of the two lines that are adjusted together. The third column gives the name
of the resulting adjusted line.

Input line 1 Input line 2 Output line

AB CD ABCD
EF GH EFGH
ABCD EFGH 0
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absolute base stations (Fig. 3c and d). In many cases, absolute base
stations and relative measurements are not at the exact same lo-
cation. Thus, the shift is defined as the mean of the differences in
gravity values between each absolute base station and the closest
campaign station.
2.4. Free air and Bouguer anomaly

The free air FA and Bouguer BA anomalies are calculated from
the following equations:

⎧
⎨⎪
⎩⎪ ( )

( )FA g g

BA g g

correction

correction correction
,

(4)

obs th

obs th

free air

free air Bouguer

= − −

= − − +

where gobs are the corrected and adjusted gravity measurements
and gth the theoretical gravity field on the reference ellipsoid. The
free air correction expressed in mGal is:

hcorrection 0.3086 (5)free air = ×

with h the elevation in meter above the ellipsoid.
Depending on the required accuracy the user can choose be-

tween a simple or complete Bouguer reduction. The simple one is
calculated from the plateau formulation:

G hcorrection 2 (6)Bouguer π ρ= × × × ×

where ρ is the density (2670 kg m�3 by default, cf. user manual for
modification) and G¼6.67×10-11 N m2 kg�2 is the gravitational
constant.

A complete Bouguer correction is also proposed to account for
local irregularities in topography around gravity stations. Grav-
Process use a DEM combined with the station location file, which
provides the elevation at the gravity station with a better accuracy.
The terrain correction can integrate land, marine, airborne, and
satellite data that need not be on a regular grid. It is computed
from the MATLAB routines developed by Singh and Guptasarma
(2001), which gives the gravity field due to a solid body bounded
by plane surfaces and having uniform density. Here, to account for
the mixed topography and bathymetry DEM, we assume two solid
bodies with densities of 2670 kg m�3 and 1000 kg m�3,
respectively.

For topography, the body surface is defined using the following
approach:
1.
 The elevation of points below sea level is fixed to 0 m.

2.
)

The resulting DEM is then meshed into triangles with higher
density near the stations. This local grid refinement is per-
formed using the MATLAB mesh2D tool developed by En-
gwirda. In addition to this automatic setting, the user can
specify the mesh resolution at the station smin , the radius of
the used area dmax and the coefficient α that controls the
relaxation of the mesh size s with the distance d from the
station according to:

s s d (7min d dmax
α= + × <

These triangles are then used to define the upper body
3.

surface.
4.
 The bottom surface is defined by the same triangles with an
elevation 0 m.
5.
 Four vertical faces are used to close the body surface.
For seawater, a similar approach is used except that bathymetry
data define the bottom surface. Top surface then corresponds to
sea level.
3. Evaluating error associated with data and processing

In order to estimate the standard errors on the final gravity
field and anomaly values, the uncertainties associated with all
processing levels are estimated and propagated at each step by
adding the variances. Thus, each processing step takes into ac-
count the cumulated uncertainties up to that level. First-order
solid-Earth, oceanic and atmospheric pressure corrections applied
in GravProcess are associated with very low uncertainties (few to
few tens of μGal; e.g., Merriam, 1992; Baker and Bos, 2003) and are
neglected in our error analysis. Other steps are described below.

3.1. Drift correction

The polynomial function a ti
n

i
i

0∑ = used to estimate instru-
mental drift with time t is associated to a covariance matrix

a acov( , )i j for the drift coefficients ai , which can be used to assess
the uncertainty drift correctionσ due to this correction:

t

a a t t a a
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i
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2

0
2
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with tΔ the longest time interval between repeated measurements
at a base station. For instance, with a linear drift given by
a t a1 0× + , the standard deviation can be written as:

t a a t a a a acov( , ) 2 cov( , ) cov( , ) , (9)drift correction
2

1 1 1 0 0 0σ = Δ + Δ +

3.2. Gravity measurements

The gravity field at each station results from the combination of
N measurements gi with their own standard deviation iσ . We use
the following formulation for the combined uncertainty (Jousset
et al., 1995):

⎡
⎣⎢

⎤
⎦⎥( )N

g g
1

,
(10)i

N
i i obsobs 1
2 2 2∑σ σ= + −

=

where gobs is the final gravity value at a station (Eq. (3)).

3.3. Network adjustment

The network adjustment is based on the differences between
sets of gravity data. The resulting uncertainty is calculated by
taking the geometric average of the standard deviations of stations
common to both sets. One can note that changing the order of
these adjustments does not change the result. Thus, rather than
propagating the error from one line to the next into the network,
we assume a uniform uncertainty relative adjustmentσ , which corres-
ponds to the average standard deviation obtained for all line pairs.

The error absolute adjustmentσ associated with the tie to one or more
absolute base stations can be estimated as the standard deviation
of differences between the measurements at the base stations and
the referenced measurements at the closest relative stations. The
resulting standard deviation associated with the total network
adjustment is:

. (11)network adjustment relative adjustment
2

absolute adjustment
2σ σ σ= +

3.4. Free air and Bouguer corrections

The uncertainty in mGal associated with the free air correction
is simply:

0.3086 , (12)hfree airσ σ= ×



Fig. 5. Estimated terrain correction error associated with uncertainties in the Di-
gital Elevation Model (DEM). Squares and triangles give the result for a plateau and
a cone-shape elevation model, respectively. White (gray) triangles are related to a
conic base of 200 km (100 km). Correlation coefficients of 0.06–0.07 between DEM
uncertainties and the resulting terrain correction error are shown with the two
solid lines.

Fig. 6. Conic shape elevation model meshed with a resolution smin of 0.05 an
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with hσ the station elevation uncertainty expressed in meters.
The Bouguer correction can generate two types of un-

certainties. First, uncertainties in the elevation model DEMσ can
lead to error in the terrain corrections terrain DEMσ − . Second, the
parameters smin , dmax and α used in the grid definition can modify
the effect of irregularities in topography around gravity stations.
To study these effects we use two simple elevation models, which
consist in a 1 km high plateau and a cone with a maximum ele-
vation of 1 km and a base diameter wcone .

terrain DEMσ − is calculated at the top of a plateau and two cone
models (wcone = 200 and 100 km) to which a random perturbation
is added. This perturbation is generated from a normal distribution
with a standard deviation DEMσ ranging from 0.2 to 5 m. Our results
suggest a linear relationship for all tested models (Fig. 5):

, (13)terrain DEM DEMσ β σ= ×−

with β¼0.06–0.07 for terrain DEMσ − and DEMσ expressed in mGal and
m, respectively.

In the previous tests we have assumed s 0.1min = km,
d 200max = km and 0.2α = . To assess the error terrain meshσ − due to
variations in these parameters we consider two elevation models
(a plateau and a cone with w 200cone = km) for which DEMσ ¼ 0 m.
These two models are meshed with smin ranging from 0.05 to 5 m,
dmax from 50 to 500 km and α from 0.1 to 1 (Fig. 6). As expected for
a plateau flat topography, terrain meshσ − is only controlled by dmax

(Fig. 7a). More interestingly, for a conic topography our results
reveal a more complex distribution for terrain meshσ − (Fig. 7b). First,
d 5 km (left and right) and a coefficient α of 0.1 and 1 (top and bottom).



Fig. 7. Terrain correction uncertainties due to grid refinement associated with (a) a
1 km high plateau and (b) a 1 km high and 200 km diameter cone.

Fig. 8. Topographic map showing Bouguer anomalies in northern Morocco calcu-
lated with GravProcess (circles) and available from the BGI (squares). White circles
indicate the location of base stations used in this study.
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dmax must be greater than 100 km, which corresponds to the radius
of the conic base. Second, the resolution smin is a key threshold
parameter, which must be lower than 2.5 km in these tests. Finally,
compared to other parameters, α seems to play a minor role in the
terrain meshσ − distribution.

More complex elevation models must be tested to confirm
these preliminary results. However this requires a systematic
study of various wavelengths and surface roughness, which is out
of the scope of the present paper. Based on our results, to limit the
effect of mesh refinement and ensure that 0.1terrain meshσ <− mGal,
we favor the use of dmax greater than the wavelength of the major
topographic structures, smin equal to the best available DEM re-
solution and 0.2α = .
4. Application to a test survey

GravProcess is illustrated using a relative gravity survey carried
out in northern Morocco in the region between the Rif and Middle
Atlas Mountains (Fig. 8) in March 2014. This campaign, dedicated
to filling a hole in data available at the BGI (Bureau Gravimetrique
International), was carried out by two teams using two Scintrex
CG-5 gravimeters and dual-frequency GPS for elevation measure-
ments. Each team measured gravity on daily closed lines with a
minimum of one common point between the team lines and be-
tween consecutive days, for a total of 86 stations. Station data
consisted in 8–10 sets of 90-s measurements at 6 Hz frequency. In
order to provide absolute calibration, a subset of 3 stations was
measured at points close to (o0.2 km) previous surveys and
available in the BGI database. This campaign dataset provides a
useful test due to the strong variations in topography and relief
(from 0 to 1600 m elevation), the large lateral gradient in gravity
(Bouguer anomaly between 0 and �150 mGal), and the relatively
large distances between stations (10–20 km).
For this survey, uncertainties associated with instrument drift

are small; drift correctionσ is commonly equal to several μGal and can
reach up to 0.045 mGal. Measurements with a standard deviation
greater than 0.2 mGal are excluded from the data set, resulting in
station uncertainties, measurementσ , typically less than this value. The
measurement uncertainty reaches 2.6 mGal for a couple of stations
due to strong variations in their 8–10 measurement set. Assuming
0.3 m accuracy in the GPS vertical location leads to free air cor-
rection uncertainty 0.09free airσ = mGal. We use a DEM combining
STRM on land and ETOPO2 offshore to calculate terrain correction.
Assuming 5DEMσ = m leads to 0.3 0.35terrain DEMσ = −− mGal. Using
dmax = 200 km, s 0.11min = km and 0.2α = , one can consider that

0.1terrain meshσ <− mGal. Together, excepted for the two stations
mentioned previously, these uncertainties lead to a low error
(o1 mGal) in the calculated Bouguer anomalies. The most sig-
nificant source of error is due to the relative network adjustment
to the three absolute gravity base stations. Due to the lack of actual
absolute gravity data, we use absolute values estimated at pre-
vious campaigns from the BGI archive, which leads to a network
adjustment with 2.5network adjustmentσ = mGal. Overall, the com-
bined uncertainty in Bouguer anomalies is estimated to
�2.8 mGal and reaches 5.1 mGal for the two anomalous points.

Processed data from the Morocco survey are in good agreement
with those available from the BGI. Comparison of Bouguer
anomalies over the region show that the new data integrate well
within the pattern of very low values located between the Rif and
Middle Atlas Mountains, with a regular increase from �150 to
0 mGal within �100 km distance (Fig. 8). A subset of 4 data points
near 34.2°N, �5.9°E show anomalous values that differ by 10 s of
mGal compared to the neighboring stations. These points belong
to the same line and are associated with uncertainties of
�2.6 mGal, similar to other lines and primarily due to network
adjustment error, which points to acquisition problems for this
specific line. A direct comparison of Bouguer anomalies from the
new survey with those at BGI station within less than 5 km shows
a good agreement (Fig. 9), with a mean (root-mean-square scatter)
dispersion of 2.6 mGal. This level of difference, similar to the es-
timated uncertainties on the new data, is expected from the



Fig. 9. Comparison between Bouguer anomalies calculated with the GravProcess
program and those available from the BGI archive. The maximum distance between
new and BGI points is 5 km. Black circles correspond to the three reference stations
used in this study.
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difference in processing and topography correction between the
new data and the BGI data that were acquired and processed
mainly in the 1960s.
5. Conclusion

GravProcess is a graphical interactive software to process
campaign gravity data. It is especially dedicated to processing
high-resolution data associated with complex gravity surveys that
include large datasets, few loosely distributed absolute gravity
measurements, or that involve multiple gravimeters and operators
over many years. The code has been developed to easily perform
data reduction (solid-Earth and ocean tide, instrument drift) and
network adjustment, as well as calculate gravity anomalies and
their uncertainties. The code is developed solely using the MATLAB
language, which allows the user to perform all processing steps
without the need for external programs.
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